Observer (operator) issues – EASP/SPINOR

With response by Elmore 30 November, 2005

This list is with the assumption that the EASP refers to a ‘general’ ASP set:

Oscar computer

Snuffy (MCC) control computer

Cookie (Synchro computer)

Bert (Demod computer)

Ernie (Demod computer)

DST ICC

DST VTT

DST SAN

· EASP initial boot problems

Morning start-ups with the EASP are often a problem.  It is not uncommon for operators to have to do several resets or power downs during a morning startup.

This is not consistent on a daily basis.  We may have two startups that go really well followed by a couple mornings where nothing will come up.  Network, operator error and previous power downs are issues that must considered when looking at this issue

This is a feature related to old hardware and network evolution.

Connections, board seating, and so forth should be checked before observing runs.

· EASP hang problems (time-outs/hang ups etc.) during observations.

EASP Synchro (Cookie) computer time outs – these are common and may be a product of network issues.  With the EASP, there may be as many as five or six computers ‘shaking hands’.  Our assumption is that all it takes is a late reply or failed handshake and we are down. “reboot”.

This is a feature related to old hardware and network evolution.

Connections, board seating, and so forth should be checked before observing runs.

· EASP Demod computer (Bert and Ernie) time outs.

EASP Demod computer time outs are also an issue.  Often times, a single Demod computer will time out while all other parts of the system can continue to run.  What causes these failures we are not sure of.  Its interesting that we may go for several days observations without seeing the problem and then go for several days with this issue occurring several times a day (Network?).

This is a feature related to old hardware and network evolution.

Connections, board seating, and so forth should be checked before observing runs.

· EASP Demod computer (Bert) data write failures

The Bert Demod computer or tape drives may have a problem.  During the previous SPINOR observation run, the Bert Demod computer would continue to updated images on the real time display but fail in the write process.  Write failure errors would show up in the Bert Demod portion of the GUI.


This is a maintenance issue.  Are spare drives available?

· EASP Demod computer video card issues

This problem is something that observers usually experience during setup time with the EASP.  It is a problem most often experienced after the EASP system has set unused for a long period of time.  The problem is the inability to get a real time display on the Demod cameras.  If observers look at the LEDs on the video cards inside of each Demod crate, the problem is easily diagnosed.  If the problem occurs during a setup or morning startup, operators are unable to get real time displays or test patterns. 

This is related to set up procedures and maintenance

· EASP Demod camera focus motor checks

Focus and alignment motors often drive to limits.  What is not understood is that Demod camera focuses often change during Snchro and Demod computer reboots.  How does this happen when the motor controls for the chip axis are not powered on?  This means that with each Synchro or Demod computer reboot the Demod camera focuses and alignments must be checked.  It does not seem that this is possible but it is happening.

Miracle – most likely thermal.  

· EASP Synchronization issues with Demod computers 

With the implementation of the SPINOR code onto the EASP, the synchronization of the Demod cameras seems to have been affected.  Before the new code or software was loaded, Demod camera synchronization with slit movement and calibration optics was rarely an issue.  With the changes made during the previous SPINOR run, operators must be very careful and pay close attention to all camera accumulations with respect to any hardware movements.

This is a tough task when one considers that other systems such as the DST camera GUI, CTK and HOAO must also be monitored.

Code must be corrected to make sure ASP specific observations are not compromised.  Code errors could have been introduced when attempting to correct EASP camera synchronization from afar.

· EASP calibration optics not moving correctly

David may have solved most of the polarizer and retarder issues during his last visit.  This is something that must be watched closely during the next observation run.  Cameras accumulating during optical movements were one problem (listed above).  This issue involves the optics failing to move to correct positions.  Optics failing to rotate and cameras accumulating during rotations ‘wrecked us’ during the most recent SPINOR run.

Fixed Spring 2005

· EASP date and time issues – battery on motherboard.

Observers are with the understanding that there is a ‘new’ Synchro computer coming in 2006.  This would solve the time issue and probably a lot of other issues.

An ASP feature.  Set the clock at the beginning of a run and do not power down.

· EASP UBF Control

The use of a UBF file with the EASP has been tested.  The concern is the number of code upgrades and other changes that have taken place since that SPINOR run which was 6 months ago.  We need the ability to cycle through a UBF table in synchronized fashion.  This will have to be retested.

Code must be corrected to make sure ASP specific observations are not compromised.  Code errors could have been introduced when attempting to correct EASP camera synchronization from afar.

· EASP DST camera control

This issue was also addressed prior to the last SPINOR run.  Code changes made since this time mean that this issue should be rechecked also.

Yes, fixed for spring run.  Three techniques are available for DST cameras.

This list is with the assumption that the SPINOR set refers to the following:

Oscar computer

Snuffy (MCC) control computer

Cookie (Synchro computer)

Bert (Demod computer)

Ernie (Demod computer

Hagrid – Sarnoff camera computer

Harry – Rockwell camera computer

Hogwarts – Pluto camera computer

DST ICC

DST VTT

DST SAN

· SPINOR – Harry, Hogwarts, Hagrid computer boot problems.

Operators experienced boot problems with all three of these machines during the previous SPINOR.  New equipment with multiple operators means different people will experience different things.  David supplied a detailed morning startup procedure to us.  We need to concentrate on consistencies with the startups.  Powering on a system should yield the same outcome each time if the procedures are followed correctly.

Operating training and maintenance.  Sarnoff camera failed and was interpreted as a computer problem.  The camera is being repaired now.

· SPINOR – cameras not synchronized to EASP calibration optics

This is the same issue referred to in the EASP section of these notes.

David Elmore spent a lot of time on the phone working with observers to try and resolve these issues.  During this time, code changes would often solve a synchronization problem with one camera but create problems with other cameras.  The issue here is SPINOR cameras accumulating images while calibration optics were rotating between positions.  This problem had not been solved at the end of the last SPINOR run.

Presumed to be file I/O issue on PCs

· SPINOR – cameras not synchronized with one another or the EASP cameras

SPINOR camera image acquisition was not consistent.  Cameras would not start their acquisitions together with each spectrograph step.  There was no real consistency or pattern in camera acquisition.  Often times certain camera computers would still be writing data while other cameras were accumulating images.  If things got to out of sync, it appeared that the file writing process would be skipped all together.  Again, code changes made here might help with one camera but cause other issues with other cameras.

Presumed to be file I/O issue on PCs

· SPINOR – cameras not synchronized with the HSG slit movement

All cameras, EASP and SPINOR had synchronization issues with the HSG slit movement at some point during the previous run.

Presumed to be file I/O issue on PCs

· SPINOR – camera data files not complete (short images)

From the operator’s perspective, this issue of missing data or files seemed to be related to synchronization problems that are listed above.

Presumed to be file I/O issue on PCs

· SPINOR – camera computer time-outs (lots of them)

This issue of cameras timing out also seemed to be related to synchronization problems.  Network problems or code synchronization issues – there seems to be all sorts of variables that must be considered when there are 10 or 11 computers all shaking hands with one another.

Presumed to be file I/O issue on PCs

· SPINOR – SAN backup process – commands need consolidated

Have the data transfer commands from the SPINOR computers to the SAN been consolidated?  If this process has not been improved, it would probably be a good idea to look into scheduling changes with observers that will lengthen hours during the proposed observing runs.  If a separate command from each SPINOR computer has to be issued during the backup process and only one computer can be backed up at a time, this will be an issue.  If a single script exists that can do all of this from a single alias command line, this will save time.  We should not have to reschedule hours to move data.

Must be worked out with NSO systems personnel

· EASP/SPINOR – display and control consolidation.

Considering the current EASP/SPINOR proposals, consolidation of real time displays and GUIs might also be an issue.  Two operators will need to monitor HOAO and CTK systems, DST camera system displays and EASP/SPINOR real time displays and synchronization.  During the previous SPINOR run, it was immediately apparent that there was no possible way one observer could run all of this equipment in any type of organized fashion.  Issues such as observer vacation and daily overlap of observer hours will have to be considered when these future observation runs start.  It is critical that two operators be on duty if the system is to be monitored properly.  Consolidation of real time displays might also help with this situation.

An EASP feature - Resolved with SPINOR

· EASP/SPINOR – modulation protection (protect the optic)

A sleeve extension on the new EASP/SPINOR modulation optic might be a good idea.  This by-crystalline optic is very thin and is positioned in a ‘high traffic’ area.  There was an accident a few years ago when a grid placed at prime focus made contact with one of the modulation wobble adjustment screw heads.  The grid wedged between the prime focus railing mount and the modulator.  If this were to happen with an optic this thin – that would be the end of the optic.  Also watchbands, shirtsleeve buttons and hands in general increase to potential of an accident.

Reposition the optic deep within the mount.

· Achromatic characteristics of the HSG (non-achromatic)

Which wavelength do we focus on?  Which wavelength do we collimate on?  If we understand correctly, optics changes planned for early January 2006 will start to improve on these questions.

Operational issue – newly designed optics meet specification

· Silvered HSG 4 inch folding mirrors

We have Ag coated feed mirrors for the HSG.  The mirrors positioned downstream of the grating are aluminum coated.  Maybe we should have 3 or 4 of our 4-inch mirrors Ag coated also.

Some improvement in throughput will be realized. This is not a polarization issue as it is before the slit.

· SPINOR/EASP, UBF and DST camera control Software

These issues are already mentioned above with general EASP operation issues.  The question is will there be one body of code for EASP operation with a different body of code for EASP/SPINOR operation?

Single code  

SPINOR/EASP Optical Setup Issues:


All lens to camera alignments must be verified with the zero order.  This is critical.


Yes.  I wish to try a couple of new techniques, placing of optics based upon ZEMAX and use of alignment cables.

